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1. Introduction

This document describes the project undertaken by PalC Networks for developing a network Management
and Monitoring solution for our client -IP Infusion

1.1. Introduction to Network Management and Monitoring

In today's world, the term network management and monitoring are widespread throughout the IT
industry. Network managementis the process of administering and managing computer networks.
Services provided by this discipline include fault analysis, performance management, provisioning of
networks and maintaining the quality of service. Software that enables network administrators to
perform their functions is called network management software. Network monitoring is a critical IT
process where all networking components like routers, switches, firewalls, servers, and VMs are
monitored for fault and performance and evaluated continuously to maintain and optimize their
availability. One important aspect of network monitoring is that it should be proactive. Finding
performance issues and bottlenecks proactively helps in identifying issues at the initial stage. Efficient
proactive monitoring can prevent network downtime or failures.

2. Network Management and Monitoring Solution

The below diagram represents the high-level overview of the Network Management solution
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2.1. Network Management

The following features are usually requested and seen on most of the network management solutions.

e End-to-end visibility into the health and performance of on-premises, hosted, and cloud
infrastructure

e Easily understand the delivery health of cloud services with visualization all along the delivery
path

e Quickly see maps of network connections, dependency relationships, and topology information—
built automatically. This also lets us know who and what's connected to your network, and when
and where they’re connected

e Gain better understanding of whether complex network devices are performing as expected

e Be prepared to recover quickly from hardware faults and human errors with automatic backups
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e Help ensure devices are configured and operating in compliance with regulatory standards or
open standards.

e Plan for the future with capacity forecasting and EOS/EOL tracking

2.2. Network Monitoring

2.2.1. Essential Monitoring

Faulty network devices impact network performance. This can be eliminated through early detection and
this is why continuous monitoring of network and related devices is essential. In effective network
monitoring, the first step is to identify the devices and the related performance metrics to be monitored.
The second step is determining the monitoring interval. Devices like desktops and printers are not critical
and do not require frequent monitoring whereas servers, routers and switches perform business critical
tasks but at the same time have specific parameters that can be selectively monitored.

Critical Device
Servers, Routers, Switches

Desktops, Printers

Network Monitoring ~ feeemeeaeees > 4

Software ——
| -] -

Non-Critical Device

2.2.2. Protocols

When monitoring a network and its devices, a common good practice is to adopt a secure and non-
bandwidth consuming network management protocol to minimize the impact it has on network
performance. Most of the network devices and Linux servers support SNMP (Simple Network
Management Protocol) and CLI protocols and Windows devices support WMI protocol. SNMP is one of
the widely accepted protocols to manage and monitor network elements. Most of the network elements
come bundled with a SNMP agent. They just need to be enabled and configured to communicate with the
network management system (NMS). Allowing SNMP read-write access gives one complete control over
the device. Using SNMP, one can replace the entire configuration of the device. A network monitoring
system helps the administrator take charge of the network by setting SNMP read/write privileges and
restricting control for other users.

2.2.3. Proactive monitoring and Thresholds

Network downtime can cost a lot of money. In most cases, the end-user reports a network issue to the
network management team. The reason behind this is a poor approach to proactive network monitoring.
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The key challenge in real time network monitoring is to identify performance bottlenecks proactively. This
is where thresholds play a major role in network monitoring. Threshold limits vary from device to device
based on the business use case.

Instant alerting based on threshold violations.

Configuring thresholds helps in proactively monitoring the resources and services running on servers and
network devices. Each device can have an interval or threshold value set based on user preference and
need. Multi-level threshold can assist in classifying and breaking down any fault encountered. Utilizing
thresholds, alerts can also be raised before the device goes down or reaches critical condition.

2.2.4. Dashboards and Customization

Data becomes useful only when it is presented clearly to the right audience. It is important for IT
administrators and users to know about critical metrics as soon as they log in. A network dashboard should
provide an at-a-glance overview of the current status of your network, with critical metrics from routers,
switches, firewalls, servers, services, application, URLs, printer, UPS and other Infrastructure devices.
Support for widgets to monitor the required specifics and real-time performance graphs can help
administrators quickly troubleshoot problems and monitor devices remotely.

2.3. Requirement

The requirement is to build a comprehensive, proactive network management and monitoring solution
ready for deployment in a datacenter.

3. Features to be supported

. Topology discovery
. Interactive dashboard
. Node details

Topology viewer

4. Approach

Network management solutions can cater to a large set of appliances and needs. The requirement from
our client identified a certain set of features to be supported and how they interplay with each other
thereby bringing meaningful insight to the data collected.

Using the network monitoring system we have enabled the following:

e collect detailed information about the network to produce a detailed network inventory.
e can automatically map network topology.
e obtain fault, availability, and performance metrics.
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Topology Discovery

Topologies can be discovered using multiple methods — Netconf, SNMP etc. While logging in, one can
enter the range of IP address subnets and the topology matching this subnet will be discovered.

v . & e s T © = o

Device Management Discovery Log
fest  10.10.26.107-10.10.26.115

Topology Name  Ente
Checking connectivity

Node creation for 10.10.26.107 not successful
10.10.26.108 Reachable

10.10.26.109 Reachable

Method | Netconf v

Userame  admin@aeverie com

Password  ssessess Host reachable but NetConf detalls processing not
successfull for host: 10.10.26.109
Range | Enfer Rang Node creation for 10.10.26.110 not successful
% Node creation for 10.10.26.111 not successful
“ 10.10.26.112 cannot be pinged!

10.10.26.113 Reachable
10.10.26.114 Reachable
10.10.26.115 Reachable

Previous Discoveries

Topology Name Discovered Date Discoverey Status Range Used Mode

test 04/09/2019 Completed 10.10.26.107-10.10.26.115 Netconf m

Once the topology is discovered and Netconf or SNMP connectivity is established, the collected logs can
be seen below under the tab of “Previous discoveries”. The current discovery log will indicate which
devices have responded and what is the status of each device.

Interactive Dashboard

The interactive dashboard will provide the network administrator with one page view of the entire
system/topology with each tab having its own GUI. The current details of the topology under purview with
alerts and status of the system will be displayed.
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(] Select Topology:  test v Refresh: (1 min v @ 9/17/2019 1244 F = To  09/17/2019 1259 F
DASHEORRD
Node Distribution Average CPU Usage Average Memory Usage
101026 10 v 10102610~
Interface Distribution
@ W oo v ® Used 673047MB  ® Cache 377.982MB
PU Us; 6 Free 14.55G8
Inventory Management Topology Viewer

NodeName  Vendor Os MACAddress Model TopologyName  Actions
10.10.26.108 Edgecore 2017.05.00.06 AB:2B:B5:51:18:0E 7716-24SC- test Details — ~

0-AC-F onsole —Twdpe/10.10.26.114
10.10.26.114 Edgecore 2017.05.00.06 A8:28:B551:1706 7716-24SC- test e

0-AC-F Console —

Logs

Sap

Sep

Sap

17, 2019 @ 12:58:17 pm

17,2019 @ 125817 pm

17, 2019 @ 12:58:17 pm

@timestamp Sep 17, 2019 @ 12:58:17 pm ecs version:1.0.0 @version 1 log offset 2500154 log file path:/var/log/messages input fype
agentid:703912d9-cbcb-4266-3056-cd553790b578 agent. hostname:OCNOS agent version:7.2.0 agent type:filebeat agent.ephemeral_id 93afagf2-

6220-498e-b8d0-8 1147691653d host id d379aab302ee4999a0aaa9d77a239467 host containerized: host os kemel:3 16 7-gcc1b01-ec-as7716-24sc

host.os.codename:jessie host os.platform:debian

@timestamp Sep 17, 2019 @ 12:58:17 pm ecs version 1.0 0 @version 1 log offsel 2500293 log file path /var/log/mess:
agentid:7039 12d9-cbcb-4e66-a056-cd553790b578 agent hostname:OcNOS agent version:7.2.0 agent type-filebeat
6220-498e-b8d0-81147697653d host id d379sab302eed999alasadd77a239467 host containerized: host os kemel:3.16
host.os.codename:jessie host os.platform:debian

s inpul typeiog
ephemeral_id:93afasf2-

@timestamp:Sep 17, 2019 @ 12:58:17 pm ecs.version:1.0.0 @version: 1 log.offset: 2500391 log filepath-ivar/logimessages input type-log
agent id:703912d9-cbcb-4e66-a056-cd55379bb578 agent hosiname:OcNOS agent version:7.2.0 agent type-filebeal agent ephemeral_id 93afasf2-

cchi1b01-ec-as7716-2dsc

6220-498e-b8d0-8 11476916530 host idd379aab302ee4999a0aaadd77a239467 host containerized: host os kemel:3 16 7-gcc61b01-ec-as7716-245c

host.os.codename:jessie host os. platform:debian

message: 2019 Sep 17 07:28:07

OcNOS : sshd : error. Received

disconnect from 1010 26 158: 2
User session has timed out idling
after 600000 ms

message 2018 Sep 17 072807

OcNOS : nefconfd - Session 3 for
ocnos@10.10.26.158 now active
base:1.1)

message: 2019 Sep 17 07-28:07
OcNOS : sshd

pam_unix(sshd session). session
closed for user ocnos

Sep 17, 2019 @ 12:58:17 pm 12:58:17 pm ecs.version: 1.0.0 @version. 1 log.offsel. 2500484 log file.path./var/log/imessa:

8056-cd55379bbST8 agent hostname:OCNOS agent version:7.2.0 agent Iype filebeat agent

og message:2019 Sep 17 07:28.07
ephemeral_id 93afasf2- OcNOS - netconfd - ses: session 3
622d-498e-b8d0-8 1147 3d host id.d379aab302ee4999a0aaadd77a239467 host containerized: host os kemel:3.16.7-gcc61b01-ec-as7716-24sc  shut by remote peer
host.os.codename;jessie host os.platiorm:debian

Sep 17,2019 @ 12:58:17 pm @timestamp Sep 17, 2019 @ 12:58:17 pm ecs version:1.0.0 @version 1 log offset 2500562 log file path /var/log/messages input type-log
agent id: 7039 12d9-cbcb-4e66-a056-cd553790b578 agent hostname:OcNOS agent version:7.2.0 agent type-filebeat agent ephemeral_id 93afasf2-
6220-498e-b8d0-8 11476916534 host id d379aab302ee4999a0aaald77a239467 hosl containerized: host os kemel:3.16.7-gccB1b01-ec-as7716-24sc

host.os.codename:jessie host os.platform:debian

message 2019 Sep 17 072807
OcNOS - sshd : Accepted password
for ocnos from 10.10.26.158 port
48294 s5h2

Sep 17, 2019 @ 12:58:17 pm @timestamp:Sep 17, 2019 @ 12:58:17 pm ecs.version:1.0.0 @version 1 log offset: 2500663 log file_path:/var/log/messages input type-log message:2019 Sep 17 07:28:07

It provides the following:

- Node & Interface Distribution: Node indicates the different components in the system —routers,
switches, firewalls etc. The distribution will indicate the classification of the components and the
interface distribution will indicate the how the interfaces are classified in the system.

- Average CPU usage: Based on each node which is chosen, the average CPU usage is indicated as
a graph. If the CPU usage crosses a certain threshold, an alarm will be raised to the network
administrator.

- Average Memory usage: Based on the node chosen, the average memory consumption is
displayed as a graph over time and when it crosses a certain threshold, an alarm will be raised to
the network administrator.

- Inventory Management: This tab details the specifics of each node/inventory from learnt from
the topology discovery. The network administrator can perform actions on individual nodes if
there are any alarms.

- Topology viewer: It shows a graphical view of the nodes and the interconnections between them.
This is displayed after topology is learnt.

- Logs: This tab details all the logs from each of the node in the topology and the network
administrator can search for errors or specific error codes.
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Node details

The GUI indicating Node details are expansive and covers every aspect of the node from the network
administrator point of view. It details the topology, IP address, vendor details, port configuration, the
current status of the free/used ports, software information ranging from OS details, version, MAC address,
platform, Manufacturer details and position in the data center.

search components

Network Monitoring

Available Ether Ports

1 GigaBit * 0
25 GigaBit* 0
100 GigaBit * 32

10 GigaBit * 0
40 GigaBit * 0

Selected Node information

Selected interface data: ce7/1

Node Name 10.10.26.108 Statistics Controller Info
1P Address 10.10.26.108124
s e DAL Port Number 7 Name BLADE NETWORK
e g oul 0x78 Oxa7 0x14 Part No BN-QS-QS-CBL-3M
06 2017.05.00.06 Serial_Number 3549Y350VT22R4GA Identifier qsfpplus-or-later
ey s ABOREE ST IR DDM Support no Connector Type no-separable-connector
SwichChigRev BCMS6965_A1 EtherneVExt-Eth Compliance null SONET Compliance nul
T e g FC link Length null FC Transmitter Technology nul
FC Transmission Media null FC Speed nul
Label Revision ROCE Length SMF 0 (Kiometers) Length OM1 0 (Meters)
Serial Number 7716245C1808021 Length OM2 0 (Meters) Length OM3 0 (X 2 Meters)
Part Number BN-QS-QS-CBL-3M Length OM4 / Cable Assembly 3(X 1 Meters (For Copper or AOC) / X 2 Meters (for Revision Level 1
Manufacture Accton oM
P e Manufacturing Date 120229 (yymmddvv, v=vendor specific) Encoding Algorithm enc-unspecified
Date cc 024 CCExt 0x52
Systam Information
=)
DASHEOARD PSU Temp Sensor CPU Hard Disk Optical Summary
=) LED COLOR DESCRIPTION FAN TRAY FAN RPM MINRPM MAXRPM STATUS
1 L PRESENT 1 “ront 18300 12325 23300 RUNNING
2 . PRESENT 1 2rear 16500 10738 20300 RUNNING
3 L PRESENT 2 Tfront 18200 12325 23300 RUNNING
4 L PRESENT 2 2rear 16500 10738 20300 RUNNING
3 tront 18100 12325 23300 RUNNING
3 2rear 18500 10738 20300 RUNHING
4 tfront 18200 12325 23300 RUNNING
1 rear 16400 10738 20300 RUNNING
System Navigation [MetricBeatSystem] Ecs
CPU Usage Memory Usage Disk Usage

® Free 14.553GB

If a particular interface is chosen, the details of that interface will be displayed in the GUI. The statistics
ranging from Port number, serial number, DDM support, length, manufacturing date to the controller
information of name, identifiers, encoding algorithms in use etc will be displayed.
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Refresh |Im|n v|

c]

09/17/201912:47F | To

09/17/2019 1:02 P

10.10.26.108/24
=]
Available Ether Pons 100Gig Ether Ports
s 10ga8t 0 1 Ggaee 0 B BN DEDEERD [ - < W -]
25 GigaBit* 0 40 GigaBit * 0
]

Selected Node information

Selected interface data: ceT/1

Hode Name 10026108 Statistics Controller Info
1P Address 10.10.26.108/24
Praduct Hame EASC0ACF Port Humber 7 Hame BLADE NETWORK
Vendor: f— oul 078 0337 014 Pantio BN-Q5-Q5-CBL-3M
o 2017850006 Seriai_tumper 3549Y350VT22R4GA laennier qstpplus-or-iater
r— 528 ES 511808 0OM Suppon no Connector Type no-separabie-connectar
— [ —— EmemevEx-EM Compiiance nun SONET Compliance nul
Fratfom P FC ink Length nun FC Transmitler Technology nul
0 FC Transmission Media nun FC Speea nul
Label Revision ROCB Lengin SMF 0 iKiometers) Lengih OM1 0 (Meters)
Serial Number 7716245C 1806021 Lengin oMm2 0 iMeters) Length OM3 0 (X2 Meters)
Part Number BN-0S-0S-CBL-IM Lengin OM4 / Cabie Assembly 3 1 Meters (For Copper of ADC) / X 2 Meters (for Revision Level 1
Manufacture Accton oM
Manufacime Date 27022018 Manufacturing Dale 120229 (yymmddvy, v=vendar specific) Encoding Algorithm encunspecified
cc o2 ccEd 52
System Information
PSU Temp Sensor CPU Hard Disk Optical Summary
LED COLOR DESCRIPTION FAN TRAY FAN RPM MINRPM MAXRPM STATUS
1 . PRESENT 1 thant 18300 12325 23300 AUNNING
z . PRESENT 1 2rear 16500 10738 20300 RUNNING
3 . PRESENT 2 ont 18200 12325 23300 RUNNING
4 . PRESENT 2 2rear 16500 10738 20300 RUNNING
3 a0t 18100 12325 23300 RUNNING
3 2rear 18500 10738 20300 RUNNING
4 Thont 18200 12325 23300 RUNNING
4 2rear 16400 10738 20300 RUNNING
System Navigation [WetricBeatSystem] Ecs
CPU Usage Memory Usage Disk Usage

~ @ CPUUsage 6.5%

Systam Load

per BO seconds

“ @ Used 669.646MB @ Cache 378.533MB

Free 14.553G8 ~ @ Disk used B.997%

Memory Total ECS

Memory usage

669.646MB

VMemory 15.576GB

— ———

per 60 seconds

~ m 0.065

® 5m 0155

® 15m 0.235

Top N Process CPU Top N Process Memory

Number of Process

52

Processes

I 03,355 kb 149.49MB
c I 47,300 kb | 69.674MB
| 8,305 kb | 48.934MB
beat Il 4,750 kb | 37.082MB
u 4,310 kb | 34.813MB
ed W 3,480 kb ] 26.895MB
| 3,000 kb bvirtd | 22.07MB
|| 2,310 kb | 13.867MB
| 650 kb | 12.398MB
| 500 kb 0B
Logs

Sep 17, 2019 @ 01:01:58 pm

Sep 17, 2019 @ 01:01:58 pm

Sep 17, 2019 @ 01:01:58 pm

Sep 17, 2019 @ 01:01:07 pm

Sep 17, 2019 @ 01:01:07 pm

Sep 17, 2019 @ 01:01:07 pm

Search messages

@timestamp Sep 17, 2019 @ 01:01:58 pm ecs version:1.0.0 @version 1 log ofiset 26813 log file path:/varflog/auth log input type:iog
agent 1d:70301209-chch-4666-2056-0055 37900578 agent nosthame:GCNOS agent version:7.2.0 agent type-filabeat agent.ephemeral_id:93atagt2-
622d-498e-0800-81147697553d host id:d379aab30; 78239467 host inerized: host 05 kemel:3.16.7-gcch 1b01-ec-as7716-24s5¢
host.0s.codename jessie host os.piatiorm. debian

@timestampSep 17, 2019 @ 01:01-58 pm ecs version:1.0.0 @version:1 log offset: 2017 log file path:/varfiog/auth. log input type:iog

agent id70201249-chcb-1666-2056-ca553790b5TE agent hostname: OCNOS agent version:7 2.0 sgent type filsbeat agent ephemeral_id 3afaar2-
6220-499¢-D80-81147697653d host id:d379aan30) Ta238467 host host 05 kemel:3.16.7-ccB 100 1-c-as7716-245¢
host.os codename jessie host o platform: debian

@timestamp Sep 17, 2019 @ 01:01°58 pm acs version™1.0.0 @version 1 log ofisat 2712 log file path:variag/auth log Input typeriog
agent id 703912d9-cbcb-4e66-a056-cd55379bb578 agent hostname-OcNOS agent version:7 2.0 agent type filebeat agent ephemeral_id 93afagf2-
6220-4986-D800-811476916530 host id.0379aab30. 72239467 host hostos kemel:3.16.7-gccE 1601-ec-as7716-245¢
host.0s.codename:jessie host os. platform: debian

@timestamp Sep 17, 2019 @ 01:01°07 pm ecs version:1.0.0 @version 1 log offset 2500077 log file path:/varliogimessages input type log
agent id 7036 12d9-cbch-4866-a056-cd55379bb578 agent hostnameOcNOS agent version:7 2.0 agent type filabeat agent ephemeral_id §3afagf2-
6220-498-b800-8 11476918530 hos! id 03792ab30: 8230467 host host 0z kemel 3 16 7-gccB 100 1-eC-as7716-245¢
host.0s.codename:jessie nost os. platiorm: debian

@timestamp Sep 17, 2019 @ 01:01:07 pm ecs version:1.0.0 @version 1 log ofiset 2501030 log file path ivarflog/messages input type log

agent id:703812d9-cheb-4665-a056-cd553796b578 agent hostname:OcNOS agent version:7 2.0 agent type-filabeat agent ephemeral_id:93atagf2-
6220-488e-D800-81147687853d host id d379aab30: 78238467 host host 0s kemel3 16 7-gech 100 1-ec-as7716-245¢
host 0s.codename jessie host o5 platform: debian

@timestamp:Sep 17, 2019 @ 01:01:07 pm ecs version:1.0.0 @version: 1 log.offset 2501159 log file path:/varogimessages input type:log
agent id 7030 12d9-chcb-4865-2056-cd55379bb5TE agent hostname:G:CNOS agent version:7 2.0 2gent type filabeat agent ephemeral_id 83afagf2-

message 2019 Sep 17 07:31:57
OCNOS © ssha:
pam_unix(sshd:session): session
opened for user ocnas by (uid=0)

message 2019 Sep 17 07:31:58
0cNOS © sshd
pam_unix(ssha:session): session
closed for user ocnos

message 2019 Sep 17 07-3157
OcNOS * sshd © Accepted password
for ocnos fram 10.10.26.172 part
46322 ssh2

message 2019 Sep 17 07:31.01
0cNOS - CRON -
pam_unix{cron session). session
openad for user root by (ud=0)

message 2019 Sep 17 073101
OcNOS * CRON * {roat) CMD
fetc/cron daily/logrotate)

message: 2019 Sep 17 07:31:01
OcNOS - CRON
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Below this would be system information indicating Fan details, PSU, Temp sensor details, CPU, Hard disk
and Optical summary (if available) will be displayed in its own tab. The following metrics will be displayed:

- CPU metrics,

- memory usage,

- disk usage,

- systemload,

- total memory consumed

- and the total number of processes in the node.

The logs of the node will be displayed at the bottom.

Topology Viewer:

The topology viewer displays the entire topology and the connectivity from each node to another.

= Select Topology:  fest

Topology Viewer

Node Name - 10.10.26.114

Vendor : Edgecore

0S:2017.05.00.06

Mac Address : A8:2B:85:51:17.06

Model - 7716-24SC-0-AC-F

nodes/10.10.26.108 fodes/10.10.26.114

Clicking on a node will display the details of the node such as the node name, vendor, OS information,
Mac address and will also give the administrator an option to open a console to that node for either
configuration or verification.

5. GLOSSARY

CPU  Central Processing Unit

SNMP Simple Network Management Protocol
CLI Command Line Interpreter

EOL End of Life

NMS Network Management System
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